Exploration Behavior in Shape Discrimination
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Abstract. The motion of a model agent equipped with a plastic recurrent neural network to perform a shape discrimination task is simulated as an example of active perception. The task requires dynamic categorization of objects. The ability to discriminate shape is achieved by using an exploration behavior. We investigate the underlying mechanism of the deterministic exploratory behavior by showing the change of internal dynamics of the agent. The autonomy of the agent is also discussed.
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1 Introduction

Gibson’s theory of perception emphasizes the importance of movement of cognitive subjects (Gibson 1962). Perception is not merely information processing of sensory inputs, but an active process constructed from the subject’s spontaneous movement and sensory inputs as a response to the movement from the environment. In other words, perception is impossible to discuss without the premise of embodied, situated subjects and their physical constraints.

Rethinking biological intelligence from the same viewpoint has been proposed by Walter (Walter 1950) and Braitenberg (Braitenberg 1984), and has recently been developed by many robotics researchers (Pfeifer and Scheier 1999, Nolfi and Floreano 2000). Simple vehicles equipped with relevant sensory-motor coordination (SMC) exhibit adaptive behavior without any symbolic representation in their brain. SMC should be a basis of artificial intelligence similar to the natural intelligence of living systems. However, when using this approach, it is difficult to achieve complex intelligent behavior, which can be achieved easily using classical computational artificial intelligence. There remains a considerable gap between models of embodied systems and truly intelligent cognitive systems.

We maintain that perception of artificial intelligent systems requires some form of dynamic representation, which is available independently of actual SMC. The representation is not symbolically predefined, but should be created while the subjects are interacting with objects. Dynamic categorization of patterns of interaction with objects is the essence of active perception and the first step toward symbolic computational behavior. The relationship between categorization and language ability has been discussed elsewhere (Lakoff 1987).

Currently, many researchers are endeavoring to create dynamic categorization models (Scheier and Pfeifer 1995, Nolfi and Morocoo 2002, Beer 2003, Iizuka and Ikegami 2004). In order to extend vehicular models to demonstrate active perceptive behavior, we have introduced plasticity of weights in a recurrent neural network model (Morimoto and Ikegami 2004). It has been shown that our model agents generate dynamic categorization of objects due to this plasticity. The patterns of categorization vary greatly depending on the path of evolution. In this article, we investigate their exploration behavior and its stochastic nature from the viewpoint of internal dynamics. Finally, we discuss the autonomy of adaptive systems, which is found in their exploration behavior.

2 Model Description

2.1 Field and Task

The field is a two-dimensional discrete lattice space of 200 × 200 points. The boundary is periodic. Each point is in one of two states, empty (0) or occupied (1). An agent is placed on a point of the field and has a direction of the heading. It receives sensory inputs from the point it is on and the eight neighboring points. The positions of the sensory inputs can be distinguished relative to its direction. Therefore, nine bits of information in total can be used to decide the next movement. At every discrete time step the agent changes its position to a neighboring point and changes the direction of the heading according to the motor output. Motor output can
be any of the three directions, namely, forward, left, or right.

There are objects that are classified either as rectangles or triangles in the field. This classification is determined by the global arrangement of the occupied points. Using upright and slanted edges, we designed two types of triangle and four types of rectangle. The environment contains 25 objects, of random type, direction and size. The size of each object is between 50 and 150 units in area.

The task of the agents is to pass more points in the rectangles and less in the triangles. This task implicitly requires categorization of the objects. Because they can see only \(3 \times 3\) points in the field simultaneously, the categorization is required to be dynamic.

### 2.2 Network Architecture

An agent is equipped with a recurrent neural network to determine the next movement from the current state. The recurrent neural network is interpreted as a mapping of the internal variables, depending upon the inputs as parameters in terms of dynamical systems. Activations of context neurons represent the internal state that can be used to keep memory such as “I’ve turned left at the corner two time steps before.”

Figure 1 depicts the internal network structure. The activations of neurons are updated internally as follows:

\[
y_i(t) = g\left(\sum_j w_{ij} y_j(t-1) + b_i\right),
\]

where \(y_i(t)\) is the actual activation of the \(i\)th neuron at time \(t\), \(g(x)\) is the value generated by the internal dynamics, \(w_{ij}\) is the weight of connection from the \(j\)th neuron to the \(i\)th neuron, and \(b_i\) is the bias of the \(i\)th neuron. The summation is taken over all neurons that have a connection with the \(i\)th neuron. \(g(x)\) is the sigmoid function. As a result, the activations take a value from \((0, 1)\). \(\beta\) is the nonlinearity coefficient and is set to 1.0 in this paper.

Actual activations of input neurons are modified as follows:

\[
y'_i(t) = (1 - \mu) s_i(t) + \mu y_i(t),
\]

where \(s_i\) is the raw sensory input and takes one of two values, \((0)\)(empty) or \((1)\)(occupied). For context and output neurons \(y'_i(t) = y(t)\). The meaning of (3) is that the actual activations of input neurons are modified by the value that is generated from the internal dynamics. In this paper, we used \(\mu = 0.3\). Therefore, the activation of an input neuron takes a value from \((0, 0.3)\) or \((0.7, 1.0)\), depending on the state of the corresponding position in the field. When the value from internal dynamics is close to the sensory inputs, actual activations of input neurons become clearly distinguishable.

In addition, we introduced plasticity of weights. Weights from input neurons and context neurons into input neurons change during the interaction with the environment so that input neurons can play a role similar to prediction. These weights are updated as:

\[
\Delta w_{ij}(t) = \eta \left( s_i(t) - y_i(t) \right) y'_j(t-1),
\]

where \(\eta = 0.01\) is the learning rate. By introducing plasticity in this way, the value \(y_i\) corresponding to the input neurons, which is generated from the internal dynamics, generally has the tendency to approach \(s_i\).

### 3 Results

We produced an agent that has relevant SMC to perform the shape discrimination task using a genetic algorithm. The initial values of weights were encoded and the agent’s performance of the task was evaluated. Figure 2 shows a trajectory of the agent in an environment. The agent wanders between triangles and after finding a square object, it changes its motion to examine the shape of the object and finally starts to fill in the object. The right part of Figure 2 shows the time series of activations of output neurons. The pattern of movement is classified into three phases. The first period \((0–650)\) is the wandering phase, the second period \((650–1000)\) is the examining phase, and the third period \((1000–1500)\) is the filling phase. In each phase, the actual value of the activations slowly changes because of the plasticity. For example, in the wandering phase, a period doubling bifurcation occurs at approximately 300 time steps.

Figure 3 shows the difference between three phases in detail. The dynamic patterns of output neurons indirectly show the patterns of the agent’s actual movement. In the left part of the figure, the internal states
Figure 1. An agent with neural network architecture is situated in the environment. The architecture consists of nine sensory inputs that are connected to corresponding input neurons. Three context neurons are used to keep short-term memory in unit cubic space. Movements are decided by the most activated neuron of the three output neurons related to moving forward, left or right. Connections to input neurons are plastic and updated according to the sensory inputs.

of the agent are plotted in three-dimensional context neuronal space. The difference between phases is also represented in the area of internal states.

Plasticity introduced in our model enables deterministic unforeseen exploratory behavior, which make it possible to achieve higher performance than is the case without plasticity. The network weights and temporal internal states create a dynamic memory of interaction. This enables the switching of movement pattern between three phases.

However, the switching is not discrete and clear. It is not as if there are threshold neurons to represent the current phase. Action plans are generated in parallel, and one of them is selected by the interaction with the environment. Figure 4 shows another example of a trajectory and time series of activations of output neurons by the same agent in a different environment. It can be seen that switching between phases is not always one directional. The learning pathway in the weight space is dependent on how interaction with the environment has occurred.

Figure 2. An example of movement of an agent. The left is the environment and the trajectory. First, the agent moves straight in the empty zone and changes direction when it encounters an object in the field. Second, when it encounters a candidate, a rectangular object, it periodically moves back and forth between the edges to examine the shape of the object. Finally, it starts changing its direction nonperiodically to fill the object and eventually passes all the points inside the square. The right is the time series of activations of the output neurons. Period 0–650 is the wandering phase, period 650–1000 is the examining phase, and period 1000–1500 is the filling phase.
Figure 3. The difference of dynamics in the three phases of movement (top: wandering; middle: examining; bottom: filling). The left figures show the values of the internal states at each time step in the context neuronal space. The right figures show the time series of activations of the output neurons. In the wandering phase, the internal dynamics show the oscillation with period two and moving forward is always selected in an empty zone. When an object is visible, a change of state, or turning left or right is sometimes selected. In the examining phase, the agent moves forward inside the object and changes direction at the edge by turning twice. It periodically moves between the facing edges, back and forth. After a while, movement changes to the filling phase. In the filling phase, the agent changes direction nonperiodically at the edge or even inside the object. The unforeseen turning due to plasticity enables filling of all points of the square.
4 Discussion

4.1 Effect of Plasticity on Exploration Behavior

We introduced plasticity of the network weights assuming a prediction-like role of the input layer as a criterion of Hebbian learning. The basis of the idea of plasticity is that the same sensory input stimuli should be able to create different neural dynamics and activate different movements depending upon earlier experience. The prediction-like role in the input layer tries to match the intrinsic dynamics to extrinsic dynamics. One of the benefits of introducing prediction-like plasticity is that we can suppose stand-alone internal dynamics without any sensory inputs, substituting 1.0 for $\mu$. We can find chaos and bifurcation in the autonomous internal dynamics. The instability of the internal dynamics is a source of the exploration behavior.

Without plasticity the movement of the model agent became deterministically dependent on temporal input patterns and the saturated value of the performance became lower in the genetic algorithm. Theoretically, it is possible to realize the historical effect of the movement by a simple recurrent neural network without plasticity. It may require greater computation resources (e.g., more context and hidden neurons) and be more difficult to evolve.

Prediction may not be crucial for adaptive behavior. We suppose the essential role of plasticity is to introduce slower time-scale dynamics compared with the time-scale of navigation. The slow dynamics enhance the variety of behavior in the lifetime of the agents and makes it possible for them to adapt to various environments. The adaptability due to mixing different time-scale dynamics inevitably exhibits exploration behavior.

4.2 Action Selection and Autonomy

Although what is examined here is only one example of active perception, this mechanism naturally constructs a loose structural coupling between the agent and the environment. The interaction is highly dependent on history and the realized trajectory is one of many possible trajectories. In some points of the trajectory the action selected was from almost equally possible actions. Figure 5 shows the possible trajectories. It is shown that the branching of trajectories does not occur randomly, but has a structure that depends on the movement phases. The whole branching tree of trajectories comprises a bundle of possible actions and is illustrative of the manner of interaction between the agent and the environment.

The autonomy of adaptive systems is characterized by the bundle of unrealized possible actions and the lack of reason for action selection. This viewpoint of possible world structure has been proposed in the context of strategy selection by game players (Ikegami and Taiji 1998). Personal experience generates a tree of what was possible in the past and can affect action selection in the future. What is important in the properties of
autonomous agents is to leave room for possible actions from the past. This can be a compromise between a deterministic worldview and subjective autonomy.

Figure 5. If the difference between the most and the second-most activated neurons is small, there is the possibility of another trajectory in the presence of some noise or a small difference in the history of interaction. If the difference is smaller than $\epsilon$, the simulation of movement of the agents is duplicated and the possible trajectory is traced for 100 time steps in order to consider the bundle of possible actions. The left figure shows all possible trajectories when $\epsilon = 0.01$. The right figure shows the number of possible trajectories branched from the real trajectory as functions of $\epsilon$. In the wandering phase, branching often occurs at the edge of an object. In the examining phase, branching seldom occurs. In the filling phase, branching occurs randomly and the number of possible trajectories grows linearly with time. All of the possible trajectories that branched in the filling phase remain inside the square.
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