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Figure 10 (a) Plots of the length of the SSTW over each initial recurrent input. The first stimulus is applied to the left
hand at 100 ms. The white region contains an extremely long SSTW which varies from 450 to around 1,200. To make
the distribution clearer for all the plots, we excluded this region. (b) Plots of the maximum length of response time from
the second stimulus over each initial recurrent input. The first stimulus is applied to the left hand at 100 ms. The second
stimulus is applied to the right hand at times ranging from 120 ms to 1,600 ms and the response time which reveals the
maximum is adopted. See text for details. For (a) and (b), the brighter the color, the larger the value, and note that the

range of color bars are different.

cal region, the agent’s judgment is often simply too
late. This type of judgment is caused by the extreme
extension of the response time from the second stimu-
lus so that it cannot make the judgment within the
decision interval.

In order to understand the details of response time
delay from the second stimulus, we examined the
length of the SSTW and the maximum response time
delay to the second stimulus over each initial recurrent
input when the agent’s arms were crossed (Figure 10).
Because the temporal structure is generated autono-
mously, the length of the SSTW is not fixed from out-
side but changes variously dependent on the situation,
meaning the combination of the internal dynamics and
the timing of the stimuli in our case. In Figure 10, by
fixing the timing and varying the initial recurrent
inputs, we show the length of the SSTW and the maxi-
mum response time from the second stimulus. In
Figure 10a, we can see the incremental gradation of the
length of the SSTW according to the initial recurrent
inputs. This shows that the length of the SSTW is
dependent on the initial values. In Figure 10b, we can
observe the complex patterns in a certain region. This
means that if we change the situation of the agent (in
this case, the initial recurrent inputs), although the
change is a small one, it drastically changes the prop-

erty of the temporal structure. These results also show
that the temporal structure is not fixed but changes
each time we apply the stimulus.

How does the behavior of our model relate to
Yamamoto and Kitazawa’s explanations of TOJ defi-
cit? In our model, we can find a similarity to the behav-
ior described by Yamamoto and Kitazawa in the sense
that when the agent’s arms are crossed, it takes time to
perceive the stimulus and the response to the first stim-
ulus is inhibited if the second stimulus is received
before perceiving the stimulus, but two points are dif-
ferent. First, in our model, the process of remapping,
so termed in Yamamoto and Kitazawa’s explanations,
is not observed. This seems to be caused by our model
setting. To express the remapping process, we need to
draw the dynamics of the positions that the agent is
considering to be tapped in the space. But what we
expressed by internal dynamics is its judgment. The
second difference comes from the role of the second
stimulus. In Yamamoto and Kitazawa’s explanations,
the second stimulus acts as a perturbation to the per-
ception of the first stimulus and the direct judgment is
coming from the default condition of the human. In
our case, the second stimulus is seen not just as a per-
turbation to the first stimulus but also as a direct trig-
ger of the judgment.
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4 Analysis of the Mechanism
In the previous section, we showed that:

1.  When the agent’s arms were crossed, the response
time delay to one stimulus was elongated.

2. A time region was identified which inverted the
judgment when the second stimulus was applied
(SSTW).

3. A time region was identified which extended the
response time delay to the second stimulus (the
edge of the SSTW).

In this section, we clarify the mechanism behind
those observations, by analyzing the agent’s internal
dynamics. Because of the symmetrical construction of
the network, we only analyze the left output (Appen-
dix B).

4.1 Return Map Analysis

Figure 11 shows the return map plotting of the left
output for the crossed and uncrossed cases. There are
two stable points and one unstable point for each case
(Figure 11a). In the simulation experiment, at first, the
state of outputs is focused into the unstable point
(Appendix B). Around this unstable point, the map
asymptotically approaches OutputL(t + 1) = OutputL(?).
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In the crossing case, the slope becomes much more
tangential to OutputL(t + 1) = OutputL(t) than the
uncrossed case (Figure 11b). As the return map
becomes more and more tangential to the map OutputL
(t + 1) = OutputL(t), the repulsion of the unstable
fixed point becomes weaker, which explains the very
long relaxation time.

4.2 Relevance of the Timing of the Stimuli

We show the case where the stimulus was applied in
Figure 12. In Figure 12a we see that the state eventu-
ally relaxed to the stable point, which implied “left
hand was stimulated.” In Figure 12b, if the second
stimulus was applied to the right hand, especially if
the agent’s arms were crossed, and |STD| = 200, the
state switched to the other stable point, from the “left
hand was stimulated” to “right hand was stimulated.”
Lastly, Figure 12c¢ shows that the dynamics are more
than one dimensional. When we apply the stimulus
once, it takes four cycles of calculation to be mapped
again on the return map.

In Figure 13, we plot where the points on each
return map are shifted and mapped again on the return
map when stimulated once from either left or right in
both the uncrossed and crossed cases. We can see that if
the state is in the unstable region, when stimulated once,
the uncrossed case gets a relatively larger influence than
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(a) Schematic view of the mechanism analyzed in the return map of the left output. This contains two stable

points and one unstable point. (b) Comparison of the return map of the left output between the crossed and uncrossed
cases. The map is created by overlaying 1,000 trials of the left output for 3,000 time steps by setting left and right out-

puts randomly.
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Figure 12 Return map analysis of the left output. The top row is the uncrossed case and the bottom row is the crossed
case. For each diagram, the initial values of the outputs are set to (O,, Og) = (0.22, 0.22) and successive outputs are
overlaid for different intervals between the first and second stimulus. (a) The default figure with a single stimulus at 100
ms. In (b), the second stimulus was applied to the right hand at 300 ms (ISTDI = 200) in the first column and at 1,000 ms
(ISTDI = 900) in the second column. (c) The overlay of all the possible orbits that the agent can take from all the different
initial states. To create these plots, we ran the network through 3,000 time steps for 1,000 trials by setting initial outputs
randomly and while running we randomly applied the stimulus from the left and right hands.
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Figure 13 Plots depict where the points on each return map are shifted and mapped again on the return map when
stimulated once from either left or right in both the uncrossed and crossed cases. Note that when we apply the stimulus
once, it takes four cycles of calculation to be mapped again on the return map. ¢, and c; are the unstable points for un-
crossed and crossed case, respectively (¢, = 0.2611328, ¢, = 0.22213092).
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(a) The bifurcation diagram of the left output when changing the parameter of the angle of the arms from 0.4

to 0.8. ¢, is the exact bifurcation point (0.70 < ¢, < 0.71). (b) The average values of the relaxation time to the stable
points when changing this parameter from 0.4 to 0.8. By setting initial outputs randomly for 10,000 trials, the average re-

laxation time to both stable points is calculated.

the crossed case. Moreover, when the stimulus is
applied to the right hand in crossed case, a relatively
broad segment of OutputL(t), ranging from around 0.28
to around 0.38, is shifted to the unstable region.

The construction of the SSTW is explained as fol-
lows. When the stimulus is applied in the crossed
case, it takes a very long time to relax to the corre-
sponding stable point.

1. If the second stimulus is applied when the state of
the output is near enough to the unstable point to
be switched across the unstable point, the inver-
sion occurs.

2. If the second stimulus is applied when the state of
the output is enough to be reached around this
unstable region, the extension of the response
time to the second stimulus occurs.

3. If the second stimulus is applied when the state of
the output is too far to be shifted across the unsta-
ble point, no inversions occur.

Outcomes 1, 2, and 3 correspond to the structure
of the region inside the SSTW, the critical region (the
edge of the SSTW), and the region outside of the
SSTW, respectively. So, in our model, the dynamical
change of the response time delay and the inversion of
the judgment are realized by the interaction between
the tangential structure of the return map and the tim-
ing to apply the stimulus.

4.3 Bifurcation According to the Arm’s Angle

Next, we analyzed the bifurcation and the average
relaxation time to the two previously described stable
points when changing the parameter of the arm’s
angle (Figure 14a). If the angle parameter exceeds 0.7,
the number of stable points changes from two to three.
Around the parameter value 0.7, the unstable point is
transformed to a new stable point, and two unstable
points are generated (Figure 15; the previously
described two stable points are not related to this
bifurcation). This bifurcation is called a subcritical
pitchfork bifurcation (Colet, De Pasquale, & San
Miguel, 1991; Colet, De Pasquale, Caceres, & San
Miguel, 1990). Moreover, around the angle 0.7, the
average value for the relaxation time shows a rapid
rise (Figure 14b). Beyond the parameter value 0.7,
almost all the points are attracted to the newly gener-
ated stable fixed point. As a result, we can say that the
tangential structure which realizes the long relaxation
time is regulated by the critical phenomena of the sub-
critical pitchfork bifurcation.

5 Demonstration of a New TOJ
Experiment

In the previous two sections, we described the proper-
ties and the mechanisms of an agent which replicates
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Figure 15 (a) Schematic view of the return map of left output when the parameter of the angle exceeds 0.7. This con-
tains three stable points and two unstable points. (b) Example of the return map of the left output. The parameter of the
angle is set to 8 = 0.95. The map is created by overlaying 1,000 trials of the left output for 3,000 time steps by setting left

and right outputs randomly.

Yamamoto and Kitazawa’s experimental results. In
this section, using the same agent, we propose and
demonstrate a new setting which causes the deficit of
the temporal order judgment. All the conditions are
the same as the original experiment except that a sub-
ject receives three successive stimuli and must iden-
tify which is the first stimulus.

We perform this demonstration to propose a new
way to investigate and to describe the detailed mecha-
nism of a human subject’s TOJ deficit based on
Yamamoto and Kitazawa’s hypothesis, and not just to
verify our model. It might be difficult to think of the
TOJ experiments in a three-stimuli case from the
conventional TOJ paradigm. As we can see from
Yamamoto and Kitazawa’s hypothesis, inverted judg-
ments are thought to happen when the second stimulus
is received before adjusting the first stimulus, where
the correct remapping of the first stimulus was inhib-
ited and the default condition is employed to locate
the first stimulus in space. But, in this explanation, the
detailed structure or mechanism of the prevention of
the second stimulus and its relevance to remapping are
still unclear. Based on their hypothesis, we might
think that the second, third, fourth, et cetera, stimuli
would all have the same effect on the first stimulus.
We think that the terms used in their hypothesis such
as “prevent” or “remap” can be interpreted into some

consistent structure or mechanism. On this point, the
experiment of TOJ with three successive stimuli could
possibly offer a new insight to the further understand-
ing of the meaning and mechanism of “prevent” or
“remap.” A three-stimuli test could provide a tempo-
ral structure for the operation of the second stimulus.
Moreover, it might be relatively easy to test in the
human subject.

First, we redefine the stimulus applying interval as
ranging from 100 ms to 3,100 ms, so the whole the
experiment takes 4,600 ms, and fix the first stimulus at
100 ms. Second, because we observe the agent’s
response to three stimuli, we can categorize the
sequences of stimuli to four types: L >R —> L, L —> L
—R,L—>R—R,and L > L — L, where L stands for
the stimulus applied to the left hand and R to the right
hand. Note that we only consider the left half of the
input since our agent’s network architecture is sym-
metrically constructed. We call the interval between
the first and the second stimulus intervall and between
the second and the third stimulus interval2.

In Figure 16, we depict the results of the crossed-
hand deficits in TOJ in the case of three successive
stimuli. Results of the judgment probabilities will be
explained as follows. In the L — R — L case, the region
which shows the inverted judgment is found around 0
< intervall < 300, with 300 < interval2 < 1500. This
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Figure 16 Responses of judgment probability to (a) L - R— L, (b) L » L — R, and (c) L - R — R. For each row, the
upper diagram shows the uncrossed case and the bottom shows the crossed case. For each diagram, the horizontal
axis represents interval 1 and the vertical axis, interval 2. The judgment probability to answer “right hand was stimulated
first” is plotted. Setting the agent’s initial recurrent input randomly, we tested the judgment for 100 trials and calculated
the judgment probability. We skipped cases when the value of the output of either left or right went outside the region
(0.2, 0.8) before the first stimulation and when the agent showed no decision after the third stimulation. In these plots,

the lighter the shade of gray, the larger the value.

region is generated by the first stimulus being per-
turbed by the second stimulus and not by the third. As
we saw in the previous sections, if the second stimulus
is applied during the critical region of the SSTW, the
response time delay extends. This means that the
SSTW generated by the second stimulus is relatively
long and the time region which causes the inversion
by the third stimulus is enlarged. The arc-shaped part
of the boundary of this region (Figure 16a) is the result
of this property. The region where the correct judgment
is made, around O < intervall < 300, with O < interval2
< 300, and the other correct region are qualitatively
different. In the former region, the first stimulus is
perturbed not just by the second stimulus but also by
the third stimulus, so the correct judgment is coinci-
dentally obtained as a result of double inversions. In
the latter, the correct judgment is obtained by the first
stimulus not being perturbed by either the second or
the third stimulus.

In the L — L — R case, the region which shows
the inverted judgment is found around O < infervall <
300, with 0 < interval2 < 300. In this region, because
the second stimulus is applied to the same hand as the
first one, it is considered that the perturbation from the
third stimulus mainly induces the inversion. The arc-
shaped boundary of this region (Figure 16b) is the
result of the second stimulus being applied to the
same hand as the first one, so the SSTW generated by
the first stimulus is shortened.

In the L — R — R case, the region of the inverted
judgment is found around 0 < intervall < 300. For this
region, it is considered that the inversion caused by
the second stimulus directly affects the inversion of
the judgment, because the third stimulus is applied to
the same hand as the second one.

As we saw above, in our model, inversion occurs
in the three-stimuli case. By examining several types
of stimuli, we revealed characteristic patterns of the
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Figure 17 (a) Reaction time in the temporal order judgment of the two-stimuli case for the uncrossed and crossed cas-
es. The average reaction time measured from the second stimulus is plotted against the stimulation time delay. Setting
the agent’s initial recurrent input randomly, we tested the reaction time for 100 trials and calculated the average. (b) and
(c) show the experimental results of the mean reaction time measured from the second stimulus: (b) is the result in
Yamamoto and Kitazawa (2001a); (c) is the result in Yamamoto et al. (2005) which shows the case with tools (inset).
Filled and open circles show data in the crossed and uncrossed conditions, respectively. In both (b) and (c) the right-
most and leftmost plots in each panel show mean reaction time in the simple reaction time task with a single stimulation
to the hand (b), and to the tip of the stick (c) in the right hand and in the left hand, respectively. Figure (b) reproduced
with kind permission from Nature Publishing Group (Yamamoto & Kitazawa, 2001a). Figure (c) reproduced with kind
permission from the American Physiological Society (Yamamoto et al., 2005).

judgment response plots for each. Those patterns
could be explained by the property of the SSTW. The
important property here is the dynamic temporal
change of the SSTW when stimulated. Those changes
of the response time delay were also observed in
Yamamoto and Kitazawa’s experimental results. For
example, they showed that the response time delay
from the second stimulus tended to become longer than
that from the first stimulus. Our model showed the
same tendency. But the way those extensions occurred
was different. In Yamamoto and Kitazawa’s case, as
the interval between the first and second stimulus
became less, the response time delay to the second
stimulus became longer (Figure 17b). Conversely, in
our model, the peak of the length of the response time
delay occurred around the interval 300 (Figure 17a).

This was caused by the critical region of the SSTW.
Yamamoto and Kitazawa (2001b) also revealed the
deficit in the subject with tools, and Yamamoto, Moi-
zumi, and Kitazawa (2005), showed that the plots of
the response time delay from the second stimulus con-
tained some additional peaks in the stimulation time
delay around 300 ms compared with the subject with-
out tools (Figure 17c). In this case, those additional
peaks are very much similar to our results but the rea-
son for those peaks is generally still unknown.

If we can find the same kind of tendency we saw
here in the human subject’s case for the three-stimuli
version of TOJ experiment, it implies that the time
structure of the inversion takes over along the time
course as we suggested. In that case, the property real-
ized inside the enlarged response time delay should be

Downloaded from adb.sagepub.com at University of Tokyo on April 6, 2012


http://adb.sagepub.com/

206 Adaptive Behavior 18(3-4)

precisely examined. If we cannot find it at all, then it
implies that the structure causing inverted judgment is
determined in a static manner from some other func-
tionality of the brain, perhaps in a hierarchically dif-
ferent layer. In either case, we expect that the TOJ
experiment with a three-stimuli case would somehow
offer a new aspect to help clarify those temporal prop-
erties.

6 Discussion

When we deal with body images in the TOJ paradigm,
the most important factor is the “time” concept. Body
images cannot be expressed as a simple physical body
but rather as a dynamic temporal boundary. For exam-
ple, Iriki et al. (1996), and Maravita and Iriki (2004)
showed in their experiments with monkeys that by
using tools, the monkey’s body image is extended to
the tip of the tool. The temporal order judging deficits
revealed by Yamamoto and Kitazawa provide another
example of such a dynamic body image. In their exper-
iment, it is suggested that the brain is reconfiguring the
concept of space not only to adjust to the tool use but
also to adjust to its body.

In this article, following the experiment of
Yamamoto and Kitazawa, we directly evolved an agent
which judges the temporal order of two stimuli deliv-
ered one to each hand, and misreports the order when
the stimulation interval is less than 300 ms and the arms
are crossed. When the agent’s arms were crossed, its
response time delay to one stimulus was larger than in
the uncrossed case. This extended response time con-
tained the SSTW which influences the response to the
next stimulus. In our model, we provided no prede-
fined architectures or cues for the agent to recognize
the time lag in the network architecture. Because of
this, it could be understood that to achieve Task 2, the
agent was required to generate those time structures.
The SSTW acts as an internal sensor to confront the
second stimulus. Generation of this time structure
could be understood as the main driving mechanism
of the inverted judgment, which induced the N-shaped
response curve in our model agent. We believe that
the important part of the modeling was the time scale
issue. Slowing the relaxation dynamics to the attract-
ing sets was the key issue in our modeling. The SSTW
was the outcome of this phenomenon, using the time
scheduling and not the basin size of an attractor.

According to the change of the angle of the arms, the
bifurcation occurred and the length of the SSTW was
regulated. Time scales could be the main theme in a
wide range of cognitive phenomena. Moreover, by
using this agent, we have demonstrated the behavior
of crossed-hands deficits in TOJ with the three-stimuli
case. This new experimental setting can be applied to
real human cases and would help reveal the temporal
structures in the human’s TOJ deficit.

Concerning “time,” we recognize some difference
in the stimulus time delay for one stimulus between
ours and Yamamoto and Kitazawa’s data. They showed
that in the uncrossed case, it was around 300 ms to 400
ms and in the crossed case, around 400 ms to 500 ms
(Figure 17a). Conversely, our agent responded at
around 32.7 ms and 444.6 ms (Figure 8b), respec-
tively. What is causing those differences? We suggest
the following:

¢ In Yamamoto and Kitazawa’s results, the data con-
tain not just the remapping time of 300 ms but also
the time lag to answer by using hands. Conversely,
in our agent, we only modeled this remapping
time. (We can also confirm this point by compar-
ing the base line of Figure 17a and b.)

*  When calculating the mean response time delay,
in Yamamoto and Kitazawa’s results, the data
from all the subjects is used in the study, even
from those who do not show the N-shaped
response curve. In contrast, our data is calculated
only for the agents that show the N-shaped response
curve.

Moreover, because we focused on how the TOJ is
consistently expressed as a dynamical system, the sys-
tem setting adopted in this article is purely for the
experiments of TOJ. Because of this, several modifi-
cations could be made, for example:

* In our model, once the agent makes its judgment,
the value of the output will not change further.
But if we think of the real case, after deciding the
judgment, the value of the output should be
returned to the region of 0.2 < Output < 0.8.

*  We may possibly evolve an agent which has a dif-
ferent mechanism of inverted judgment from the
mechanism of the agent we evolved here. In our
setting, as a result of 5,000 generations, only agents
which were similar to our agent have evolved. It
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might be rather difficult to get an agent which has
the mechanism to invert the judgment in the same
setting. For example, Figure 4d shows that the fit-
ness of Task 2 is noisy suggesting that the agent
sometimes accomplishes the task and sometimes
does not. On the limitation of this setting and con-
dition, in this article we analyzed the internal
dynamics of an agent when it can perform Task 0,
Task 1, and Task 2 successfully with the same
network architecture. Our agent tended to fail
Task 2 when the first stimulus was applied after a
late period of experimental time. In this case, its
internal dynamics are attracted to either of two
fixed points (answering “left hand was stimulated
first” or “right hand was stimulated first”) before
the first stimulus is applied, as a result of which
the agent cannot accomplish the task.

¢ In our model, even in the uncrossed case, if the
successive stimulus was applied in an extremely
short time interval such as —3.0 ~ 3.0 ms, the
agent gives an inverted judgment. This can be
confirmed from the return map analysis in Fig-
ure 11 showing that, after applying a stimulus in
the crossed case, although it is extremely short, it
takes time to make the judgment. And if the sec-
ond stimulus was applied in this extremely short
time interval, it would invert its judgment. As to
whether we should expect this phenomenon in the
real case, we think we need further discussion.
For example, in this extremely short time interval,
in addition to the mechanism of inverted judg-
ment according to the crossed or uncrossed status,
we think we need to consider the lower limit of
the time interval that humans can possibly per-
ceive in this experimental setting. The transition
around the stimulus interval 0 region of the
response curve of Yamamoto and Kitazawa’s
experimental results in the uncrossed case can be
naturally considered to be caused by this limit. In
contrast, in our model, we focused only on the
mechanism for inverted judgments induced by
crossing the arms. So for the judgment in this
extremely short time interval, we think we need to
consider and introduce an additional factor in our
model.

In addition to the above points, several different
experimental settings and different network architec-
tures could be tested. For the future work, we will
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focus on how the time structures of the agent can be
generated from the interaction with the environ-
ment. By including those factors, further experimental
results and a new model description would both be
expected.

We suggest that our normal perception has a time
unit of finite width. The unit is refined each time when
we use our body. In Kitazawa’s experiment, by cross-
ing the arms, a unit was refined and when the external
stimulus adjusted the unit length, the space—time frame
was confused. We move our body, constantly redefin-
ing the time unit, trying to maintain the consistency of
our perception. We think our daily perception is
dynamically changing while still sustaining some con-
sistency that enables our perception. Such perceptual
consistency will be a challenging problem for dynam-
ical systems modeling.

Appendix A

Parameters used in this article (Table 1). Just one side
is shown.

Table 1 Parameters
Weights Value
Wop -0.20
Wos, -0.37
Wis, -0.60
Wio -0.80
W1 0.20
Ugoo -0.20
Uy00 -0.80
Ugyo 0.80
Uy -0.80
Woo(0) 0.50
wy(0) 0.83
wy,(0) 0.99
W (0) 1.31
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Appendix B

In the main text of Section 4, we only discussed the
behavior of the left output for simplicity. We here
confirm the relevance of the discussion by drawing
the nullclines of the transition functions expressed in
our recurrent network (concerning the case with no
stimulus). By taking both outputs as (O(?), O,(?)) =
(x,, y,), we can express the transition functions, x
F(x,y)andy,,, :=G(x,y,), as follows.

141

F(x,y) = g((-ax — by)g(-bx + ay)

+ (bx - by)g(ax — by) — ab), ©)
1 T T
| stable node ;:g& 8 ,,,,,,,
0=0.5
08| 4
06 | 4
04 / 8
02 .
stable node
_;*2\\
0 1 1 L
0 02 0.4 06 08 1

G(x, y) = g((=bx + by)g(~bx + ay)

+ (=bx — ay)g(ax — by) — ab). (10)
1
1 + exp(—Px)
(Table 1). By two curves, x = F(x, y) and y = G(x, y),
we can qualitatively draw the phase diagram accord-
ing to O (Figure 18). We can see that a saddle in 0 =
0.5 is transformed into an overlap between the two
curves at around the bifurcation point (when 6 = 0.7).
And when 6 = 0.95, it is transformed into the stable
node. If we restrict our discussion to the stable/unsta-
ble curve which connects the stable nodes and the sad-

where a =0.2,5=0.8, g(x) = and B =6.0

' ' ' X=F(x,y) ——
y=Glx, y) -
.. stable node
0=0.7

08 F| \ g
o6 [\ | 4
0.4 i
02 .

) stable node
0 BN N E—
0 0.2 0.4 06 0.8 1

Figure 18 Plots of the nullclines according to 8. Arrows shown in the diagram represent the direction of the transition

of the states.
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Figure 19 Transitions of the states of outputs when starting from the 100 x 100 recurrent inputs. See text for details.

dles, this bifurcation can be expressed as a one-
dimensional subcritical pitchfork bifurcation. Moreo-
ver, from Figure 19, we can see that the states of out-
puts gradually concentrate around the saddle region
when we start the iteration. That is, before the stimulus
applying interval, all the possible states of the outputs
concentrate around the unstable fixed point repre-
sented in the return map (Figures 11 and 15).

Note

1 Because we only need to express the arms crossed and
uncrossed situations in this article, a one-dimensional set-
ting is enough.
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